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Theoretical study of heavy ion acceleration from sub-micron gold foils irradiated by a short pulse

laser is presented. Using two dimensional particle-in-cell simulations, the time history of the laser

pulse is examined in order to get insight into the laser energy deposition and ion acceleration pro-

cess. For laser pulses with intensity 3� 1021 W=cm2, duration 32 fs, focal spot size 5 lm, and

energy 27 J, the calculated reflection, transmission, and coupling coefficients from a 20 nm foil are

80%, 5%, and 15%, respectively. The conversion efficiency into gold ions is 8%. Two highly colli-

mated counter-propagating ion beams have been identified. The forward accelerated gold ions have

average and maximum charge-to-mass ratio of 0.25 and 0.3, respectively, maximum normalized

energy 25 MeV/nucleon, and flux 2� 1011 ions=sr. An analytical model was used to determine a

range of foil thicknesses suitable for acceleration of gold ions in the radiation pressure acceleration

regime and the onset of the target normal sheath acceleration regime. The numerical simulations

and analytical model point to at least four technical challenges hindering the heavy ion accelera-

tion: low charge-to-mass ratio, limited number of ions amenable to acceleration, delayed accelera-

tion, and high reflectivity of the plasma. Finally, a regime suitable for heavy ion acceleration has

been identified in an alternative approach by analyzing the energy absorption and distribution

among participating species and scaling of conversion efficiency, maximum energy, and flux with

laser intensity. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4953546]

I. INTRODUCTION

Short pulse lasers have been extensively used for genera-

tion of intense multi-MeV ion beams, especially protons. For

many years, the increase in maximum energy and conversion

efficiency into protons and heavier ions has been incremental.

Recently, the laser technology and target preparation techni-

ques have experienced marked improvement, setting the stage

for a leap in laser-driven ion acceleration. Clean laser pulses

with intensity I > 1021 W=cm2 and ultrathin (nm) targets are

now available and have been used in a number of experiments,

making long-standing predictions of advanced acceleration

schemes verifiable. The Target Normal Sheath Acceleration

(TNSA)1 has been the hallmark of ion acceleration for nearly

two decades, but it is now possible to go beyond TNSA and

reach more favorable regimes. In recent years, a number of ion

acceleration schemes such as Radiation Pressure Acceleration

(RPA) in circular2–5 and linear6,7 polarizations, “laser-piston”

(LP),8 Relativistic Induced Transparency (RIT),9 shock accel-

eration,10 and Breakout Afterburner (BoA)11 have been defined

theoretically and studied in a large number of works. In spite

of the different names and physical description such as “laser-

piston,” “light sail (LS),” “radiation pressure,” and “shock

acceleration,” many of them share similar properties and have

their roots in a fundamental process of pushing a slab of quasi-

neutral plasma in a piston-like fashion.8 On the experimental

side, transition from TNSA to RPA12 and BoA13,14 for protons

and carbon ions has been demonstrated. The advances in laser

technology, the most prominent of which is ultra-high contrast

laser pulses allowing the utilization of nanometer-scale targets,

are currently marked with impressive results: 40 MeV protons

from a laser system with only 7.5 J of laser energy on target,15

Cþ6 ions with energies exceeding 80 MeV/nucleon14 and

�1 GeV fully stripped Fe ions,16 to name a few.

In all these studies, the focus was on protons and light

ions, for which the above mentioned acceleration mecha-

nisms have been attributed. Mid-Z ions were also investi-

gated,16–18 while for heavy ions (W, Au, etc.), only a handful

of experimental19,20 and theoretical studies21,22 exist. No

acceleration mechanisms have been identified for mid- and

high-Z ions. Braenzel et al.20 developed an analytical model

to elucidate the steep dependence of the maximum energy of

gold ions as a function of ion charge, but the exact accelera-

tion process remains unknown. The matter is even more

complicated since these ions can originate from different

parts of the target: bulk17,18 or from a thin layer on the rear

surface of the foil, akin to contaminants.16 This implies that

different acceleration mechanisms can be at play depending

on the location of ions of interest in the target (bulk or sur-

face). With a plethora of experimental and theoretical studies

devoted to protons and light ions, the next logical step is to

extend the research to the more challenging case of heavy

ions such as Au or W. It is of fundamental interest to under-

stand the intricate details and issues relevant to heavy ion

beam acceleration. The present study has been motivated bya)E-mail: george.petrov@nrl.navy.mil
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three factors, which come together as a results of recent

breakthroughs in laser development and theoretical advance-

ments in the field: (i) the issues and physics of heavy ion

acceleration are unknown; (ii) the laser and target parameter

landscape has not been mapped, e.g., it is unknown what

combination of laser systems and targets will work best; and

(iii) the availability of ultra-high contrast lasers (>1010) and

ultrathin foils (down to 5–10 nm), which allow the explora-

tion of a wide variety of ion acceleration mechanisms.

The paper is arranged with an analytical portion

(Sections II and III) and a modeling and simulations portion

(Sections III and IV). In Section II, we review the require-

ments and challenges facing the acceleration of heavy ions. In

Section III A, we map the ion acceleration mechanisms versus

foil thickness. An example of heavy ion acceleration in the

RPA regime is presented in Section III B, where numerical

simulations for gold ion acceleration from sub-micron foils

are carried out using a 2D3V particle-in-cell (PIC) code.

Analogous results in the TNSA regime are presented in

Section III C. In Section IV, the ion acceleration is analyzed

in terms of energy absorption and partition. The conversion

efficiency scaling of gold and contaminant ions with laser in-

tensity is investigated. Section V discusses numerical issues

pertinent to heavy ion acceleration. A summary of the results

is given in Section VI of the paper.

II. CHALLENGES FOR HEAVY ION ACCELERATION

We commence this section by outlining the relevant

issues, as well as the conditions appropriate for acceleration

of heavy ions. Compared to protons and light ions, the accel-

eration of heavy ions faces additional restrictions. The major

differences between heavy and light ions are:

• Lower charge-to-mass ratio: Unlike light ions, heavy ions

cannot be fully stripped by collisional and optical field ioni-

zation by laser pulses commonly used nowadays (sub-pico-

second, laser intensity <1022 W/cm2). The maximum ion

charge that can be reached by ionization is well below the

theoretical maximum (the element atomic number). It will

be shown that the maximum charge-to-mass ratio ðq=MÞmax

for heavy ions is roughly half the maximum charge-to-mass

ratio for light ions, which implies lower maximum energy

and stiff competition between the heavy ions and the ever-

present contaminants on the target surface.
• Fewer ions available for acceleration: Only those residing

in or near the focal spot can reach high charge-to-mass ra-

tio and can be efficiently accelerated.
• Delayed acceleration: Heavy ions can be efficiently accel-

erated only once high charge state is reached by Optical

Field Ionization which does not occur until near or after

the peak of the laser pulse.
• Plasma mirror effect: Due to the large ion charge in the

focal spot (q ffi 50), the electron density becomes

extremely high, exceeding 2000 times the critical electron

density right at the moment the ion acceleration starts.

Most of the laser pulse is reflected, reducing coupling to

the target.

The most critical issue facing heavy ion acceleration is

the low charge-to-mass ratio q/M, since the normalized ion

energy scales as E=M � ðq=MÞ2.20,23,24 The charge-to-mass

ratio is lower for heavy materials because of excess neutrons,

e.g., excess mass, as well as higher ionization potentials. For

gold, the estimated maximum ion charge and charge-to-mass

ratio are q ffi 70 and ðq=MÞmax ffi 0:35, respectively. For con-

venience, throughout the paper, the mass M in the charge-to-

mass ratio is taken in proton units. This is illustrated in Figure

1, where the maximum charge-to-mass ratio is plotted versus

laser intensity. It is based on the so-called Bethe rule,

Ith ¼ 2:2�1015

�z2 ð Ipð�zÞ
27:21
Þ4, which relates the threshold laser intensity

Ith (in units [W/cm2]) for optical field ionization to the maxi-

mum reachable charge �q ¼ �z � 1 of ion having ionization

potential Ipð�zÞ (in units [eV]).25,26 In reality, the most likely

ion charge and charge-to-mass ratio for Au ions are q ffi 50

and q=M ffi 0:25, respectively, as it will be shown later with

simulations. From Figure 1, we conclude that laser intensities

below about I � 1020 W=cm2 are inadequate for heavy ion

acceleration. The low q/M is disadvantageous for Au and

entails the well-known “contaminants problem”: a thin

(2–3 nm) layer of hydrocarbon or water residing on the sur-

face of the foil steals nearly all the energy coupled to the

plasma and suppresses the acceleration of heavy ions. This

effect has already been seen experimentally for mid-Z

ions.17,18 It is worth noting that for sub-picosecond pulses,

collisional ionization does not increase the ion charge appreci-

ably and has a minor impact on the results shown in Figure 1.

The second problem is the limited number of heavy ions

that can be accelerated. Since q/M is very sensitive to I, the

only useful ions amenable to acceleration reside in the laser

focal spot. This is in contrast to low-Z ions, e.g., carbon,

which can be fully ionized at much lower intensities, and the

available ions for acceleration extend into the wings of the

laser intensity profile. Since the number of atoms in the foil

scales with distance from focal spot center as r2, we estimate

that the number of gold ions that can be efficiently acceler-

ated is at least one order of magnitude less than the corre-

sponding number of carbon ions and protons.

FIG. 1. Maximum charge-to-mass ratio for gold ions vs. peak laser intensity.

Only optical field ionization is accounted for. Collisional ionization is

neglected.

063108-2 Petrov et al. Phys. Plasmas 23, 063108 (2016)

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  141.213.18.93 On: Mon, 31 Oct

2016 16:13:13



The third issue is more subtle and is unique for heavy

ions. Ionization and acceleration are divided into two distinct

phases separated in time, e.g., a phase of ionization and a

phase of acceleration. During the first phase, the ions must

be ionized to very high charge states, a process that termi-

nates at the peak of the laser pulse. The second phase, accel-

eration, takes place during the pulse fall-off, shortening the

time available for acceleration by a factor of two. The two

phases are shown in Figure 2 aided by 2D PIC simulations.

The laser pulses and foil parameters are listed in Table I.

The maximum ion energy and conversion efficiency into

gold ions increase sharply, but only after the peak of the laser

pulse. The ion acceleration is “delayed” until the laser pulse

reaches its peak, and only half of the pulse can be used to

accelerate ions, which may prevent ions from reaching full

velocity. Thus, short laser pulses (30–40 fs), which are

attractive for acceleration of light ions, are borderline

adequate for heavy ions due to insufficient acceleration time.

This drawback can be compensated by increasing the laser

intensity, which once again leads to the conclusion that high

intensities are required.

The fourth issue is the high reflectivity of the target. Ion

acceleration commences at the peak of the laser pulse, when

the ion charge state is already high (Figure 2). The electron

density reaches values on the order of ne ffi �qnAu ffi 3

�1024 cm�3, which results in a plasma that is ne=ncr > 2000

times overdense (ncr is the critical density). The “plasma

mirror” reflects most of the incoming laser radiation (cf.

Figure 8, line denoted as eout), reducing coupling of laser

energy to ions.

Another potential problem is the finite laser pulse con-

trast. Poorly controlled pre-pulses can ablate material or

launch high velocity (a few km/s) shock wave, which propa-

gates through the target causing severe damage and deforma-

tion. In this work, we assume high-contrast laser pulses

having pre-pulses below the damage threshold of the material.

For Au, the damage threshold for picosecond pulses is �0.5 J/

cm2,27 which for a �5–50 ps pre-pulse corresponds to thresh-

old intensity on the order of Ithr ffi 1010–1011 W=cm2. For the

laser intensities considered in this work, the pre-pulse contrast

should be better than 1010.

III. ACCELERATION MECHANISMS FOR HEAVY ION
BEAMS

A. The RPA and TNSA regimes in the short pulse laser
limit

One of the advanced acceleration schemes exhibiting

superior scaling is RPA, which works for both circular and

linear polarization.6,7 The concept was developed by

Esirkepov et al. for acceleration of ions from ultrathin foils to

relativistic energies.21 The laser energy can be transformed

efficiently into ion kinetic energy when the radiation pressure

is dominant. For RPA to work, the target must remain over-

dense for the duration of the pulse, which implies the use of

short (30–50 fs) laser pulses. Laser pulses with longer pulse

duration (a few hundred femtoseconds) cannot keep the

plasma overdense due to plasma expansion, which leads to a

different ion acceleration mechanism (BoA11). In addition, in

the "thin foil" regime, the hole-boring (HB) process must

reach the rear of the foil before the laser pulse ends, which

imposes limitations on the foil thickness. We selected a range

of peak laser intensities, 3� 1020 < I0 < 3� 1021 W=cm2,

suitable for RPA and in accordance with Figure 1. We will

begin by introducing a useful scale length and relate other pa-

rameters such as foil thickness to it. Perhaps the most impor-

tant one is the relativistic skin depth, ‘skin ¼ c1=2c=xp, where

c and xp are the relativistic parameter and electron plasma

frequency, and c is the speed of light. For simplicity, c and xp

are taken at the peak of the laser pulse. The skin depth is cho-

sen because it is convenient (comparable to foil thickness),

separates “transparent” from “opaque” foils, and the energy

absorption reaches maximum for foil thickness comparable to

the skin depth. After a few simple mathematical manipula-

tions, the skin depth takes the form

‘skin ¼
cncr

ne

� �1=2 k0

2p
: (1)

The right hand side of (1) scales weakly with peak laser in-

tensity, ‘skin � c1=2 ffi a
1=2
0 � I

1=4
0 . For typical laser and

plasma parameters in the focal spot, c ffi 12–37, �q ffi 50,

FIG. 2. Maximum energy (a) and conversion efficiency into gold ions (b) vs.

time. The yellow shaded area is the laser pulse profile. The laser and foil pa-

rameters are listed in Table I.

TABLE I. Laser, target, and computational domain parameters used in the

simulations.

Parameter Variable and units Value

Laser intensity I0 ðW=cm2Þ 3� 1021

Pulse duration sFWHM ðfsÞ 32

Focal spot size DFWHM ðlmÞ 5

Wavelength k ðlmÞ 0.8

Energy elaser ðJÞ 27

Foil thickness L ðnmÞ 20

Foil width W ðlmÞ 126

Computational domain Lx � Ly ðlm2Þ 100 � 128

Cell size Dx� Dy ðnm2Þ 20 � 20

Time step Dt ðk=cÞ 0.005

Simulation time tsimsðfsÞ 320
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ne ffi �qnAu ffi 3� 1024 cm�3, and ncr ffi 1:8� 1021 cm�3, for-

mula (1) yields ‘skin ffi ð0:014–0:024Þk0 ffi 11–20 nm, where

k0 is the laser wavelength (typically either 0.8 or 1.06 lm).

The second parameter of importance for RPA is the opti-

mal foil thickness ‘opt derived from the condition
ne

ncr

‘opt

k0
ffi a0,4,6,28,29 stating that the normalized areal density is

equal to the normalized laser field amplitude a0 ¼ 8:5
�10�10

ffiffiffiffi
I0

p
k0. In the above formulas, I0 is in units W/cm2 and

k0 is in units of lm. This formula was first proposed by

Esirkepov et al. who conducted a large-scale parametric study

by varying laser and target parameters and determined that in

the framework of RPA maximum ion energy is reached for

optimal target aerial density ropt ¼ ne‘
opt ffi 0:4a0ncrk0.30

Using formula (1), it can be written in an alternative

form

‘opt

‘skin
ffi 4p‘skin

k0

: (2)

For high-Z material, the right hand side is between 0.2 and

0.3, e.g., the optimum foil thickness for gold in the RPA re-

gime is 1/4 of the relativistic skin depth. For foil thickness

L � ‘opt, the RPA is unstable with all electrons blown out of

the foil. For stable RPA, the foil thickness must be larger

than the “optimal thickness” given by Equation (2).

The third scale length of importance is the hole-boring

length ‘HB ¼ vHBsHB, which divides the RPA into hole-

boring (HB) and light sail (LS) regimes.28,29 The normalized

hole-boring velocity, vHB

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�q
M

me

mp

ncr

ne

q
a0,28,29 is the recession

velocity of the plasma surface driven by the laser piston. The

difference between light and heavy ions becomes immedi-

ately apparent considering the scaling with ion mass,

vHB � M�1=2. The hole-boring velocity for gold is four times

slower compared with that for carbon. To be effective, the

hole boring should occur during the laser pulse duration,

e.g., sHB ffi sFWHM. In order to accelerate ions in the RPA-LS

regime, L < ‘HB is required. Using again the expression

for the skin depth (1), the hole-boring length can be written

as ‘HB ¼
ffiffiffiffiffiffiffiffi
�q
M

me

mp

q
2pNlasera

1=2
0 ‘skin. Combining the two condi-

tions, L > ‘opt for stable RPA, and L < ‘HB for LS-RPA, we

arrive at

4p‘skin

k0

<
L

‘skin
<

ffiffiffiffiffiffiffiffiffiffiffi
�q

M

me

mp

s
2pNlasera

1=2
0 : (3)

The right hand side of (3), assuming charge-to-mass ratio
�q
M ffi 1

4
, number of laser periods Nlaser ¼ csFWHM

k0
¼ 12 and

a0 ffi 12–37, is between 4 and 6. Thus, for a typical short

pulse laser (30–40 fs), the foil thickness in the RPA-LS re-

gime is limited in the interval

1

4
‘skin < L < 5‘skin: (4)

In absolute units, it is between 5 and 100 nm. This range is

extended for longer pulse duration. Equation (4) is simple

and has a clear physical meaning: RPA-LS is realized for

foil thickness comparable to the skin depth. All ions in the

focal spot can be volumetrically accelerated, which is very

efficient and optimizes the energy absorption.11,31 Another

advantage of using formula (3) or (4) for crude estimates is

that both sides scale weakly with laser intensity, �I
1=4
0 .

The regime landscape is illustrated schematically in

Fig. 3. Acceleration from foils that are too thin such that L
< 1

4
‘skin is inherently unstable and corresponds to the

Coulomb Explosion (CE) regime.32 For foil thickness obeying
1
4
‘skin < L < 5‘skin, the ion acceleration is formally in the

RPA-LS regime, and for L > 5‘skin, the conventional TNSA

takes place. For full dominance of RPA over TNSA, it is also

required that the maximum velocity of the ions (about twice

the hole-boring velocity) exceeds the maximum ion velocity

obtained by TNSA.6

B. Numerical simulations of heavy ion acceleration in
the RPA regime

Numerical simulations for gold ion acceleration in the

RPA regime are performed using a two-dimensional electro-

magnetic PIC code.33,34 The target is a flat 20 nm Au foil cov-

ered with a 5 nm contaminant layer residing on the back of the

foil, located at spatial position x ¼ 48 lm. For numerical pur-

poses, the contaminants are modeled as a thin sheet of water at

liquid density. The foil thickness is chosen to roughly corre-

spond to the relativistic skin depth. Under these conditions, the

laser field can penetrate the whole target and volumetrically

accelerate all gold ions in the laser spot. The laser, target, and

simulation parameters are listed in Table I. The laser pulse

propagates in the “þx” direction and is linearly polarized in

the “y” direction. The laser intensity is sin2 in time and

Gaussian in space, Iðt;yÞ¼ I0 sin2ðpt=2sFWHMÞexpð�ðy=r0Þ2Þ,
having radius r0¼ 1

2
ffiffiffiffiffiffiffi
lnð2Þ
p DFWHM at 1/e level. The laser energy

is calculated according to elaser¼pr2
0I0sFWHMffi1:13D2

FWHM

I0sFWHM. The focal spot size DFWHM must be carefully

chosen. Additional simulations showed an increase in laser

energy coupling to ions with DFWHM increasing steeply for

DFWHM<5lm, and more gently for DFWHM>5lm. We

adopted the value of 5lm. Particles are initialized with charge

þ1 for ions and �1 for electrons. During the simulations, the

ion charge of oxygen and gold is dynamically incremented

using a standard Monte Carlo scheme for collisional and opti-

cal field ionizations.35,36 Recombination is neglected since for

sub-picosecond pulse at high laser intensities (above about

1020W/cm2), the corresponding rate is typically lower com-

pared to collisional and optical field ionization rates.36

Photoionization by x-rays generated during the interaction has

also been neglected, but they can be very efficient in increas-

ing the ion charge when “bottleneck is reached” and the ion

FIG. 3. A sketch of the ion acceleration mechanisms versus foil thickness.
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charge stalls.37 At the beginning of the simulations, the num-

ber of particles per cell is �60 for electrons, gold ions, and

protons, and �30 for oxygen ions. Both the foil material and

contaminants are taken at their actual density at room tempera-

ture (19.3 and 1g/cm3, respectively) without reduction.

We focus on the most important ion beam properties,

specifically charge distribution, angular distribution and flux

in the forward direction. The charge distribution of Au ions,

shown in Figure 4(a), is presented only considering ions with

energy >100 MeV (>0.5 MeV/nucleon) and momentum vec-

tor within 10 degrees half-angle from the target normal, cor-

responding to solid angle dX ¼ 0:095 sr. The maximum and

average charge-to-mass ratios for these ions are 0.3 and 0.25,

respectively. Optical field ionization stalls at ion charge 51,

and as a result, about half of the ions pile up at q ¼ 51,

which corresponds to q=M ffi 0:25. Only a small fraction of

ions with 0:25 < q=M < 0:3 is observed. The angular distri-

bution is highly peaked, which leads to a large flux in the for-

ward direction. Among all the ions, most ions lie in a cone of

�20� from the target normal (Figure 4(b)). There is a group

of ions scattered backward, presumably from Coulomb

explosion of the Au layer. According to the simplified theory

of RPA, the ions located initially in the compression layer

will undergo RPA and will be snow-plowed forward because

for these ions the electrostatic pressure balances the radiation

pressure, while the plasma containing a sheath of bare ions

in the electron depletion layer will Coulomb explode launch-

ing ions in the backward direction.4 It is interesting to note

that both forward accelerated and backward scattered ions

have very narrow angular distributions, i.e., both are emitted

perpendicular to the foil surface. The spectra of protons and

gold ions in the forward direction, d2N
dEdX, are plotted in Figure

5. For both protons and gold ions, the cut-off energy is

E/M> 0.5 MeV/nucleon and only ions moving in a solid

angle dX ¼ 0:095 sr are collected. The maximum proton

energy is 85 MeV. The calculated ion fluxes and maximum

energy per nucleon in the forward direction are listed in

Table II. The normalized maximum ion energy for gold,

oxygen, and protons increases with q/M; however, this

increase is closer to linear: ðE=MÞmax � q=M, rather than

quadratic as it was previously found. The most likely reason

for the change in scaling is the different and more efficient

ion acceleration mechanism, RPA. Numerical simulations

show that in the RPA regime, different types of ions can co-

propagate and have comparable velocities, which is propor-

tional to q/M.38

C. Numerical simulations of heavy ion acceleration in
the TNSA regime

Analogous numerical simulations are performed in the

TNSA regime by increasing the foil thickness to 200 nm.

The charge distribution of forward accelerated gold ions is

shifted toward lower charges between 30 and 50 (Figure

6(a)). Now about 75% of these ions have charges lower than

the bottleneck value q¼ 51. None of these ions have charge

q > 51. However, according to Figure 1, ions with charges

51 < q < 60 should be created in the focal spot directly by

optical field ionization from the laser pulse. Figure 6(b) indi-

cates that just like in the RPA regime, there are two groups

of counter-propagating ions, one in the forward and another

in the backward directions. We looked for the “missing ions”

in the backward direction. Indeed, the latter contained a

group of ions with charges q > 51. The only plausible

FIG. 4. Charge distribution within solid angle dX ¼ 0:095 sr (a) and angular

distribution (b) of energetic (>100 MeV) gold ions at the end of the simula-

tions in the RPA regime. The angular bins are every 5�. The laser and foil

parameters are listed in Table I. Foil thickness L¼ 20 nm.

FIG. 5. Energy spectra in the forward direction of energetic gold ions

(>0.5 MeV/nucleon) (a) and protons (b) at the end of the simulations in the

RPA regime. Only ions with energy within solid angle dX ¼ 0:095 sr are

shown. The laser and foil parameters are listed in Table I. Foil thickness

L¼ 20 nm.

TABLE II. Calculated flux, average charge-to-mass-ratio, and maximum

energy per nucleon in the forward direction for protons, oxygen, and gold

ions. Only ions with energy> 100 MeV within 10� half-angle from the target

normal (dX ¼ 0:095 sr) are included. The laser and foil parameters are listed

in Table I.

Parameter Protons O ions Au ions

dN/dX 2:2� 1012 3:8� 1011 1:7� 1011

�q=M 1 0.5 0.25

ðE=MÞmax 85 40 25
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explanation is that ions with charges 51 < q < 60 are cre-

ated in the focal spot within one skin layer by optical field

ionization from the laser pulse, but instead of being acceler-

ated forward, are moving in the opposite direction driven by

Coulomb explosion of unbalanced charges. The ions on the

rear side are accelerated forward by TNSA, but the electro-

static field of the sheath is lower than the laser field; there-

fore, the ion charge stalls at q¼ 51. The “bottleneck” can be

overcome considering that at high laser intensities copious

amounts of x-rays are generated, as shown by Esirkepov

et al.,37 which can further photoionize and increase the ion

charge above q¼ 51. The spectra of protons and gold ions in

the forward direction are plotted in Figure 7. The proton

spectrum is nearly identical to that in Figure 5(a). Protons

appear to be mildly affected by target thickness variation and

regime of ion acceleration. The spectrum of gold ions has an

exponential distribution very similar to that in Figure 5(b),

but the maximum energy is only 2 GeV (10 MeV/nucleon).

Comparing the two different target thickness case based

on ion beam parameters alone shows that the thinner case is

preferable, though they were similar overall (Figure 4 vs.

Figure 6 and Figure 5 vs. Figure 7). A more detailed exami-

nation, however, reveals different mechanisms of accelera-

tion. In the thin case, exhibiting RPA, gold ions in the skin

layer are ionized to very high charge states (�60), then

pushed by the laser piston and form the forward-directed

beam. In contrast, in the thicker case dominated by TNSA,

these ions are blown backward, while the forward moving

ions originate from the sheath on the rear surface.

IV. HEAVY ION ACCELERATION MECHANISM:
ENERGY CONSIDERATIONS

Though the acceleration mechanism of heavy ions can

be formally attributed to the well-known ones discussed in

Section I (RPA, BoA, TNSA, etc.), it is instructive to discuss

it from a different perspective: energy absorbed by the

plasma from the incoming laser pulse and how it is parti-

tioned. The reasoning for adopting this approach is straight-

forward: regardless of the particular acceleration

mechanism, in order to make the acceleration of heavy ions

more efficient, one has to maximize the energy absorption

and manipulate it by channeling more energy into the desired

species (in this case, gold ions). The energy absorption and

partition is of fundamental interest and the key to ion accel-

eration. Therefore, the objectives explored in this section of

the paper center on investigating the laser energy deposition

into the target. Figure 8(a) shows the global (integrated over

the computational domain) energy balance, which at any

given time reads

einðtÞ ¼ ef ieldðtÞ þ eoutðtÞ þ ekinðtÞ: (5)

FIG. 6. Charge distribution within solid angle dX ¼ 0:095 sr (a) and angular

distribution (b) of energetic (>100 MeV) gold ions at the end of the simula-

tions in the TNSA regime. The angular bins are every 5�. The laser parame-

ters are listed in Table I. Foil thickness L¼ 200 nm.

FIG. 7. Energy spectra in the forward direction of energetic gold ions

(>0.5 MeV/nucleon) (a) and protons (b) at the end of the simulations in the

TNSA regime. Only ions with energy within solid angle dX ¼ 0:095 sr are

shown. The laser parameters are listed in Table I. Foil thickness L¼ 200 nm.

FIG. 8. (a) Energy balance components in Equation (1) versus time: energy

entering the computational domain ein, energy leaving the computational do-

main eout, electromagnetic field energy ef ield , and kinetic energy ekin. Time

t0 ¼ �160 fs corresponds to the moment the laser pulse enters the computa-

tional domain and time t ¼ 0 fs is the moment the laser pulse reaches the tar-

get. (b) Energy absorption by electrons and ions versus time. The laser and

foil parameters are listed in Table I.
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The electromagnetic wave energy which entered the compu-

tational domain prior to time t, einðtÞ ¼ H
Ð t

t0

Ð Ly

0
Iðy; t0Þdydt0,

is balanced by the electromagnetic field energy ef ieldðtÞ ¼
H
2

Ð Lx

0

Ð Ly

0
ðe0
~E

2ðx; yÞ þ ~B
2ðx; yÞ=l0Þdxdy residing in the com-

putational domain, electromagnetic energy eoutðtÞ ¼
H
Ð t

t0

Þ
L
~SðtÞ �~nd‘ that has exited the computational domain,

and species kinetic energy ekinðtÞ ¼
P

b eb, summed over the

kinetic energies of all computational particles b, including

those that have left the computational domain. The notation

~n stands for unit vector pointing outward and ~S ¼ 1
l0

~E � ~B is

the electromagnetic energy flux (Poynting vector). The laser

energy lost for optical field ionization is <0.1% and is not

further considered in the paper. The parameter H ¼
ffiffiffi
p
p

r0

introduced in Ref. 39 allows for transition from energy per

unit length to energy. Time t0 ¼ �160 fs corresponds to the

moment the laser pulse enters the computational domain at

spatial position x ¼ 0, and time t ¼ 0 is the moment it

reaches the target. For time t � 0 ef ieldðtÞ ¼ einðtÞ, i.e., the

energy entering the computational domain stays as energy of

the electromagnetic field since there is no interaction with

the target. At time t ¼ 0, the laser pulse reaches the foil.

Shortly thereafter, within 1–2 laser cycles, a hot and highly

overdense plasma is formed within the target, which gradu-

ally increases to density in excess of 103 times the critical

electron density ncr ffi 1:8� 1021 cm�3. Part of the electro-

magnetic pulse is reflected from the plasma mirror and turns

around, while the transmitted part couples energy to the

plasma. As a result, for t > 0, ef ield starts to decrease, while

ekin starts to increase. The sum of the two equals the laser

energy that entered the computation domain prior to time t,
i.e., ef ieldðtÞ þ ekinðtÞ ¼ einðtÞ. Later in time, at t ¼ 160 fs, the

reflected pulse going in the �x direction reaches the compu-

tational domain edge (x ¼ 0) and starts to leave. This is seen

as a sharp increase in eout and a corresponding decrease in

ef ield. The peak of eout can be used to estimate the reflection

coefficient of the plasma, nr ¼ eoutðtsimsÞ=elaser, while the

minimum of ef ield can be used to calculate the transmission

coefficient nt ¼ ef ieldðtsimsÞ=elaser . The simulations show that

nr ffi 80 % of the laser energy is reflected and completely

lost, nt ffi 5 % is transmitted through the target and the

remaining 15% is coupled to the plasma. The small transmis-

sion coefficient indicates that during the acceleration process

the plasma remains opaque, consistent with the definition for

RPA. The reflectivity of the target is a combination of two

factors. The first one stems from the assumption of ultra-

high laser contrast, which implies sharp front surface and no

pre-plasma that absorbs energy at the “critical density.” The

second factor leading to high plasma reflectivity is the large

average ion charge �q ffi 50 leading to highly overdense

plasma ne ffi �qnAl � �q, which acts as a “mirror.” The individ-

ual terms of the energy balance are plotted in Figure 8(a).

Due to imperfections in the numerical discretization, formula

(5) is not exactly fulfilled. A small fraction (a few percent)

of the energy “leaks” (i.e., lost) since the numerical proce-

dure does not ensure exact energy conservation,39 unless it is

artificially enforced.40 This is acceptable, keeping in mind

that the simulations are computationally very intensive, but

the relative error in the energy balance can be controlled by

reducing the time step and/or increasing the number of com-

putational particles.39

Of primary interest to our investigation is the laser energy

converted into species kinetic energy. The kinetic energy

increases during the pulse (0 � t � 2sFWHM) and then levels

off. About 4 J worth of laser energy is converted into kinetic

energy, which is �15% of the laser energy on target. This

energy is distributed among the species: electrons (1.9%),

gold ions from the bulk (8.3%), protons (2.1%), and oxygen

ions (2.9%) from the contaminant layer. Figure 8(b) plots the

time evolution of energy absorbed by individual species. At

the end of the simulations, more energy has been coupled to

Au compared to both oxygen and protons. At these conditions,

the contaminants are no longer a problem. This is accom-

plished due to the appropriate choice of laser and target pa-

rameters. Next, we investigate the coupling efficiency as a

function of laser intensity. As is well known, in the limiting

case of low intensities, the laser energy is coupled exclusively

to the contaminants, more specifically, protons. In the other

extreme of very high intensity, such as the case plotted in

Figure 8, the opposite happens. One can argue that there is a

critical laser energy/intensity, below which the contaminants

“win” and above which lies the regime suitable for heavy ion

acceleration. An intensity scan was conducted to pinpoint the

critical laser intensity.

Simulation results are plotted in Figure 9 for peak laser

intensities between 5� 1020 W=cm2 and 3� 1021 W=cm2.

The laser energy varies from 4.5 to 27 J. The total and indi-

vidual conversion efficiencies into ions g are plotted in

Figures 9(a) and 9(b). With laser intensity increasing the con-

version efficiency into protons and oxygen ions stays flat at

around 2%–3%, while the conversion efficiency into gold

ions increases linearly. Only at I0 > 2� 1021 W=cm2, corre-

sponding to �20 J of laser energy, more energy is coupled to

the bulk than to the contaminants. This is the regime best

suited for heavy ion acceleration. The gold ions flux dN=dX

FIG. 9. Total conversion efficiency into ions (a), conversion efficiency into

gold ions, oxygen ions and protons (b), gold ion flux, (c) and gold ion maxi-

mum energy per nucleon (d) versus laser intensity. Dashed line in panel (d):

scaling of the maximum gold ion energy per nucleon with laser intensity.

For panels (c) and (d), only ions with energy> 100 MeV within 10� half-

angle from the target normal (dX ¼ 0:095 sr) are included. The relation

between laser energy and peak intensity is elaserðJÞ ¼ 9� I0ðW=cm2Þ=1021.
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and normalized maximum energy ðE=MÞmax versus laser in-

tensity are plotted in Figures 9(c) and 9(d), respectively. The

ion flux sharply increases with laser intensity due to increased

conversion efficiency, but then, it starts to saturate when all

ions in the focal spot become accelerated. The maximum

energy per nucleon increases with laser intensity (and energy)

according to ðE=MÞmax � I3=2. From Figure 9(d), we con-

clude that in order to generate gold ions with maximum nor-

malized energy of few MeV/nucleon, the laser energy must be

at least 10 J.

As it was pointed out in Section III, acceleration of ions

from mid- and high-Z material is inherently inefficient. The

numerical simulations presented in this section indicate that

there are two general approaches to produce more energetic

heavy ion beams: increase the charge-to-mass ratio, and

improve the energy conversion efficiency. It is widely recog-

nized that q/M plays a crucial role in the ion acceleration.

Boosting q/M is therefore essential, and the potential to do

so has been explored. Theoretically, for gold, the maximum

charge-to-mass ratio is ðq=MÞmax ffi 0:4, provided the maxi-

mum charge is reached (fully stripped ions). In practice,

however, it is lower: the average charge-to-mass ratio is only

0.25 (Figure 4(a)). Increasing the laser intensity from 5

�1020 W=cm2 to 3� 1021 W=cm2 did not increase appreci-

ably q/M. The conclusion we drew is that regardless of the

conditions, for gold ions, q/M is limited to about 0.25. Long

pulses (�1 ps) allowing for collisional ionization to take

place increased q/M only marginally. The only viable alter-

native is to put more energy into the heavy ions, which was

accomplished by maximizing the energy absorption with an

appropriate choice of foil thickness (‘ ffi ‘skin) and manipu-

lating the energy distribution among species in favor of Au

with a proper choice of laser intensity

(I > 2� 1021 W=cm2). This is the main reason to focus on

the energy balance, which played central role for identifying

a regime suitable for heavy ion acceleration.

V. NUMERICAL SIMULATION ISSUES PERTINENT TO
HEAVY ION ACCELERATION

Finally, we discuss some simulation issues relevant to

this work. The first one refers to modeling of relativistic laser

pulses with high-Z material at solid density. In general, PIC

simulations are prone to numerical instabilities at high elec-

tron densities typical for solids. The problem is exacerbated

for plasmas containing highly charged ions. Compare, for

example, targets made of Au and Al. They both have about

the same neutral density, 6� 1022 cm�3, but the Au ions are

highly charged. As a result, for high-Z materials, the electron

density in the focal spot can become extremely large,

exceeding �2000 times the critical density and causing nu-

merical instabilities. The most notorious among them is the

so-called “grid-heating.”41 The particle energy may artifi-

cially increase, unless the spatial resolution is kept below the

Debye length or high-order interpolation schemes are imple-

mented. To remedy the situation, we use an implicit discreti-

zation scheme for the Maxwell equations, which suppresses

numerical instabilities.33

VI. SUMMARY AND CONCLUSIONS

Acceleration of heavy ions from thin (<1 lm) foils in

the RPA and TNSA regimes has been investigated theoreti-

cally by using a 2D PIC code for a laser system with short

pulse duration (32 fs) and energy of up to 27 J. We estab-

lished that there are extra limitations specific to heavy ion

acceleration: (i) lower charge-to-mass ratio for heavy ions

compared to light ions; (ii) smaller number of ions suitable

for acceleration limited to the laser focal spot; (iii) two-stage

process with ionization prevalent in the first stage during the

raise of the laser pulse and acceleration during the fall of the

laser pulse. Heavy ions can be accelerated only after the

peak of the laser pulse; (iv) dense plasma (>2000 times the

critical electron density) causing the so-called plasma mirror

effect, in which most of the laser pulse is reflected and the

energy coupled to the bulk is reduced; (v) competition with

the contaminants on the foil surface, which can be overcome

only at very high laser intensities. We also determined that

the only practical approach to heavy ion acceleration is to

improve the conversion efficiency into heavy ions by the

choice of foil thickness and laser intensity. For ultrashort

laser pulses (<40 fs), efficient acceleration is best realized

for pulses with energy >20 J focused to a spot size >5 lm at

intensity >1021 W=cm2, and ultrathin foils with thickness

‘ ffi ‘skin ffi 20–30 nm. The laser interaction with the foil gen-

erates two collimated counter-propagating ion beams from

the bulk of the foil, along the laser propagation direction and

in the backward direction. The forward accelerated beam has

maximum normalized energy 25 MeV/nucleon and flux

2� 1011 ions=sr.
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